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Lecture 8: Bootstrap



Lecture plan

• Bootstrap
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Cross-validation vs. Bootstrap 

• Cross-validation: Provide the test error with an independent validation set

• Bootstrap: Provide the standard error of  model estimates

• One of  the most important techniques in all of  Statistics

• Computationally intensive

• Popularized by Brad Efron (Stanford)
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Standard errors

• Definition: Standard error is the standard deviation of  an estimate from 
a sample set of  size 𝑛
• Example: linear regression
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In many cases, we do not have a formula to calculate standard errors

• Example

• Investing in two assets

• Suppose that 𝑋 and 𝑌 are the returns of  two assets

• These returns are observed every day: 
(𝑋1, 𝑌1), ⋯ , (𝑋𝑛, 𝑌𝑛)
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Example

• We have a fixed amount of  money to invest: 𝛼 fraction on 𝑋 and 1 − 𝛼 
fraction on 𝑌
• Therefore, our return will be: 𝛼𝑋 + 1 − 𝛼 𝑌

• We want to solve 𝛼 that minimizes the variance of  our return 

min
𝛼

 Var 𝛼𝑋 + 1 − 𝛼 𝑌

• Solve 𝛼 from the first order derivative 
d Var 𝛼𝑋+ 1−𝛼 𝑌

d 𝛼
= 0

• The optimal 𝛼 is: 𝛼 =
𝜎𝑌

2−Cov(𝑋,𝑌)

𝜎𝑋
2 +𝜎𝑌

2−2Cov(𝑋,𝑌)
 (a take-home exercise)

• 𝜎𝑋
2 is the variance of  𝑋; 𝜎𝑌

2 is the variance of  𝑌

• Cov(𝑋, 𝑌) is the covariance between 𝑋 and 𝑌
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Example

• We can approximate 𝛼 =
𝜎𝑌

2−Cov(𝑋,𝑌)

𝜎𝑋
2 +𝜎𝑌

2−2Cov(𝑋,𝑌)
with the observed data

• ො𝜎𝑋
2, ො𝜎𝑌

2, and ෢Cov (𝑋, 𝑌) are from the observed data

• Calculate ො𝛼 =
ෝ𝜎𝑌

2− ෣Cov(𝑋,𝑌)

ෝ𝜎𝑋
2 +ෝ𝜎𝑌

2−2෣Cov(𝑋,𝑌)
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Thought experiment

• Suppose we compute the estimate ො𝛼 = 0.6 using the observed data 
(𝑋1, 𝑌1), ⋯ , 𝑋𝑛, 𝑌𝑛

• How certain is this value?

• If  we resample the observations, would we get a wildly different 
ො𝛼 (say 0.1)?

• In this thought experiment, we know the actual joint distribution 
𝑃(𝑋, 𝑌), so we can resample the 𝑛 observations
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Thought experiment

• In this thought experiment, we know the actual joint distribution 
𝑃(𝑋, 𝑌), so we can resample the 𝑛 observations
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Thought experiment

• Estimate an ො𝛼 from each sample
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Thought experiment

• Standard error of  ො𝛼 is approximated by the standard deviation of  
ො𝛼(1), ො𝛼(2), ො𝛼(3), ො𝛼(4), …
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Bootstrap

• Back to reality: we cannot resample the data 

• However, we can use the training data set to approximate the joint distribution of  
𝑋 and 𝑌

• Bootstrap: Resample from the empirical distribution
• Resample the data by drawing 𝑛 samples with replacement from the actual 

observations

• ෠𝑃 𝑋 = 𝑥, 𝑌 = 𝑦 =
1

𝑛
σ𝑖=1

𝑛 1(𝑥𝑖 = 𝑥, 𝑦𝑖 = 𝑦)
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Bootstrap
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We have a fixed amount of  money to 

invest: 𝛼 fraction on 𝑋 and 1 − 𝛼 

fraction on 𝑌

 Estimate the standard error of  ො𝛼 =
ෝ𝜎𝑌

2− ෣Cov(𝑋,𝑌)

ෝ𝜎𝑋
2 +ෝ𝜎𝑌

2−2෣Cov(𝑋,𝑌)

Use the standard error of  

ො𝛼∗1, ො𝛼∗2, ⋯ , ො𝛼∗𝐵 to approximate 

the standard error of  ො𝛼.



Bootstrap vs. Resampling from the true distribution 
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Histogram of  the estimates of  𝛼 

obtained from 1,000 bootstrap 

samples from a single data set

Histogram of  the 

estimates of  𝛼 

obtained by 

generating 1,000 

simulated data sets 

from the true 

population

True value of  𝛼 



Bootstrap can be used in broader settings

• Example 1: Estimate the standard error of  the mean of  medv

• Example 2: Estimate the standard error of  the coefficient of  lstat in the 
regression to predict medv

• Example 3: Estimate the standard error of  the predicted medv for 
lstat = 22
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